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Abstract

For personal health care applications, unobtrusive sen-
sors, such as reflective photoplethysmography (rPPG), ca-
pacitive electrocardiography (cECG) or ballistocardiog-
raphy (BCG), are used with increasing frequency. While
these sensors provide more comfort for the user, they ex-
hibit a lower signal-to-noise ratio (SNR) and especially
suffer from motion artifacts (MAs). Therefore, methods for
reliable detection of MAs as well as their classification in
the case of, for example, sleep analysis, are researched. In
this paper, support vector machines (SVM) are investigated
for the detection and classification of motion artifacts. Two
methods for classification with respect to eight classes of
movements are presented. First, a direct multi-class classi-
fication, and second, a multi-class classification after per-
fect detection. Waveform-related features are created and
used for the training of the SVMs. An openly available
dataset (UnoVis data set) which provides nine recordings
of six channels of signals with annotations for motion is
used. For the binary classification, an accuracy, sensitiv-
ity and specificity of 91%, 71%, 97% (test set) and 92%,
73% and 98% (validation set) are achieved respectively.
For the direct multi-class classification, the SVM’s perfor-
mance is rather poor with mean accuracies, sensitivities
and specificities of 77%, 21% and 93% (test set) and 78%,
28% and 93% (validation set) respectively. Similar results
were achieved for perfect prediction.

1. Introduction

For home care applications, the usage of conventional
measuring equipment relying on adhesive electrodes or
face masks is not feasible since their setup is neither simple
nor comfortable. Therefore, unobtrusive sensing modal-
ities such as reflective photoplethysmography (rPPG),
capacitive electrocardiography (cECG), magnetic induc-
tion monitoring (MIM) or ballistocardiography (BCG) are
promising alternatives. However, their coupling with the
subject’s body is not fixed and thus they suffer from a

reduced signal-to-noise ratio (SNR) and motion artifacts
(MA). Consequently, the robust detection and reduction
of MAs is crucial to obtain reliable measurements of vi-
tal signs such as heart rate, respiratory rate and heart rate
variability (HRV).

Several approaches to detect and reduce MAs exist in-
cluding adaptive filtering, blind source separation such as
principle component analysis and independent component
analysis, wavelet denoising and empirical mode decom-
position [1–3]. Most of the denoising techniques aim to
compensate the MAs directly without detecting them first.
However, in several applications such as sleep tracking the
detection and also the classification of MAs can contain
important information e.g. to differentiate periodic limp
movements from other movements.

In [4–6], MAs are detected by using time measures
based on statistical features of the sensor signal (cECG
and BCG). Artifact segments are then either discarded or a
reduction algorithm is applied. Recent methods often ap-
ply Machine Learning methods such as Deep Learning and
support vector machines (SVM) [7–11]. Usually they aim
to detect MAs in a single sensor setup. Furthermore, in
most cases only the accuracy for the detection is provided
but not the specificity and sensitivity and the algorithms
are only tested on simulated MAs. In this paper, the capa-
bilities to detect and classify MAs with SVMs using real
multimodal cardiorespiratory data are investigated. In the
used data set from [12], real MAs were created by con-
trolled movements and were annotated.

The paper is structured as follows. First, the concept
of SVM is briefly described followed by the introduction
of the used data set. Second, the methodology and usage
of SVMs is described, and finally the results are presented
and discussed.

2. Method

Since SVMs are used for binary and multi-class classi-
fication, the concept of SVMs is briefly introduced. The
main task for using SVMs is the creation of appropriate
features such that the classes are separable in the higher
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dimensional feature space. Therefore, the features used
are presented after describing the data set. Finally, the test
scenarios for hyperparameter tuning and choosing the best
feature and channel combination are presented.

2.1. Support Vector Machines

SVMs use the so-called ”kernel trick”, i.e. they create a
linear model in the (high dimensional) feature space lead-
ing to a nonlinear model in the data space for separating
the classes (usually two) [13]. The problem [14] can be
described by

y(x) = wTφ(x) + b, (1)

x describes the data vector, φ describes the feature space
transformation, w and b describe the parameters for the
linear function in feature space, and the sign of y(x) de-
scribes the label associated with x. SVM are optimised in
a way that so-called support vectors are computed and used
to maximise the margin between the two classes, since an
arbitrary number of separation functions may exist [13,14].
For multi-class classification one-vs-all or one-vs-one clas-
sification schemes can be used.

2.2. Data

The openly available data set [12, 15] used for train-
ing and evaluating the approach consists of nine record-
ings of six unobtrusive sensors sampled at 100Hz (rPPG,
cECG, optical BCG, EmFi BCG, and two high-frequency
impedance measurements (HF)). Furthermore, a reference
ECG, an impedance pneumography, and body markers for
motion capturing were available. Only the motion signals
were used to define segments where motion artifacts oc-
cur. Eight classes of movements were performed, i.e. torso
shift left and right (TSL/TSR), torso torsion clockwise
(TT)/counter-clockwise (TTc), head torsion (HT), lifting
of left/right arm (LL/LR) and standing up/sitting down
(S/S). Each of the movements was performed with two am-
plitudes except standing up/sitting down. The reference for
the motion artifacts was defined by whether a movement
was performed or not. The amplitudes were not differenti-
ated.

2.3. Feature engineering

Each signal is windowed and features are computed for
each window (higher-dimensional feature space). 8 fea-
tures are used, namely, the variance (VAR), the mean ab-
solute value (MAV), the waveform length (FL), the number
of zero crossings (ZC), the number of slope sign changes
(SSL), the mean frequency (MF), the median frequency
(MDF) and discrete wavelet transform (WAV) features
with a Daubechie 1 mother wavelet for one high-pass and
low-pass stage. These features are then used to train an

Table 1. Full number of tuning parameters.
Channels cECG, BCG (optical),

BCG (EmFi), HF1, HF2, PPG
Window lengths 25, 50, 75, 100

[samples]
Features VAR, MAV, FL, ZC,

SSC, MF, MDF, WAV

SVM where its feature space transformation is described
by a kernel function

k(x, x′) = φ(x)Tφ(x). (2)

Note that x contains the previously computed features and
not the raw data points.

2.4. Test scenarios

Different scenarios for (hyperparameter) tuning of the
SVM were created. The influence of the window length
(WL), number of channels and number of features were in-
vestigated. Furthermore, the hyperparameters of the SVM
were tuned using the ’auto’ function of Matlab’s fitcsvm
(binary classification) or fitcecoc (multi-class classifica-
tion) function. For the kernel function the Gaussian func-
tion was used. To validate the results a leave-one-out
cross-validation was implemented since the internal cross-
validation of Matlab’s functions mixed the test and val-
idation sets. For multi-class classification of the motion
artifacts, a one-versus-one procedure is used. A full list
of the changed parameters can be found in Tab. 1. To re-
duce the search space, a subset of feature/channel com-
binations were investigated. First, SVMs with all features
and all channels, but different window lengths were trained
to choose the best values for them. Second, SVMs with a
single channel and a single feature were trained to inves-
tigate the influence of each channel and each feature. Fi-
nally, a reduced set of channels and features was selected
for training to improve the results. The results of the binary
classification were also used for the multi-class classifica-
tion task. Nonetheless, SVMs using the full set of features
and channels were also trained as a comparison.

3. Results

3.1. Binary classification

To assess the effect of different WLs, SVMs with all fea-
tures and all channels were trained. As visible in Tab. 2,
the WL does not influence the results of the classifica-
tion severely. The accuracy, sensitivity and specificity lie
around 0.8, 0.9 and 0.78 respectively. Therefore, for the
proceeding SVMs, a WL of 50 samples was chosen. To
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Table 2. Comparison of the influence of the WL on classi-
fication. Number in brackets is the mean of the leave-one-
out cross validation.

WL Accuracy Sensitivity Specificity
[samples]

25 0.79 (0.88) 0.90 (0.76) 0.77 (0.91)
50 0.80 (0.87) 0.90 (0.77) 0.78 (0.90)
75 0.81 (0.87) 0.90 (0.76) 0.78 (0.90)
100 0.81 (0.87) 0.89 (0.75) 0.79 (0.91)

analyse which features and channels were the most impor-
tant ones for classification, SVMs with only a single chan-
nel and a single feature were trained. With respect to the
channels the optical BCG and EmFit BCG channels had
the highest accuracy and sensitivity over all features (aver-
age of 0.85, 0.85 and 0.45 and 0.47 respectively) and the
second highest specificity (average 0.97 and 0.97). The
highest specificities were achieved with the rPPG (0.987)
and HF1 (0.989). The features with the best results re-
garding accuracy, specificity and sensitivity over all chan-
nels were the VAR, MAV and WAV. An average accuracy
of 0.817, 0.813 and 0.834, an average sensitivity of 0.45,
0.44 and 0.54, and an average specificity of 0.93, 0.925
and 0.926 were achieved. Therefore, a reduced set of fea-
tures and channels was investigated. The SVM trained on
the reduced channel and feature set (both BCG channels
and VAR, MAV, WAV) achieved an accuracy of 0.92, a
sensitivity of 0.72, and a specificity of 0.985. Compared
with the SVM trained on the full set an increase in accu-
racy and specificity could be achieved while the sensitivity
decreased by nearly 20%.

3.2. Multi-class classification

For the multi-class classification two scenarios were in-
vestigated. First, direct multi-class classification and sec-
ond, multi-class classification after a perfect detection of
MAs. SVMs with full and reduced channel and feature sets
were trained and compared. From Tab. 3, it can be seen
that the accuracy and the specificity increase when using
the reduced channel and feature set. However, the sensi-
tivity stays very low at around 0.27 for the direct classifi-
cation and around 0.31 for perfect detection. In case of the
direct mulit-class classification it can be seen from the con-
fusion matrix (not shown) that for the full set a slight over-
fitting to the no motion artifact class (NM) occurs. Fur-
thermore, HT is often confused with NM. For the reduced
set (see Fig.1), the SVM overfits severely to the NM class
followed by the S/S class. In case of perfect detection, it
can be seen from the confusion matrix in Fig. 2 for the full
set that the SVM slightly overfits to TSL. For the reduced
set the SVM overfits to HT and LA. In all cases S/S is
classified the most accurate. All in all, misclassification of
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Figure 1. Confusion matrix for direct classification and
the reduced channel and feature set.
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Figure 2. Confusion matrix for classification after perfect
detection and all channels and all features.

movements occurs more often than correct classification.

4. Discussion and conclusion

The results of the SMVs for the binary classification
are promising. However, there are certain limitations
and problems with respect to the binary classification, the
multi-class classification and the data set. First, the sensi-
tivity of the binary classification, especially for the multi-
class classification are still quite low. Therefore, it can
be assumed that the amount of correctly classified win-
dows is still quite low. In fact, at the beginning and end
of MAs the classification is often incorrect. In the case of
the multi-class classification overfitting occurs and classes
are often confused. Therefore, a reliable classification of
different movements could not yet be achieved. More so-
phisticated features and different classifiers should be in-
vestigated. The shortcomings of the classification do not
only arise from the SVMs and their training, but also from
some limitation of the data. MAs were defined as segments
where the subject moved. However, for some movements
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Table 3. Mean accuracy, sensitivity and specificity for the
multi-class classification.

Accuracy Sensitivity Specificity
direct classification

full set 0.78 (0.77) 0.28 (0.22) 0.93 (0.93)
reduced set 0.96 (0.96) 0.27 (0.27) 0.94 (0.94)

perfect detection
full set 0.83 (0.82) 0.31 (0.26) 0.90 (0.90)

reduced set 0.84 (0.82) 0.33 (0.28) 0.91 (0.90)

and some channels no MA was visible in the data while
movement occurs, e.g. for HT. Another problem with re-
spect to overfitting is that the data is highly imbalanced
(more windows without motion than with motion). Also,
the number of recordings is still limited and a larger data
set would be desirable. All in all it could be shown that
Machine Learning approaches can also be useful for de-
tection and classification of real MAs in a real world ap-
plication, although the sensitivity must still be improved.
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